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—— Abstract

There are many different pseudo-Boolean encodings, including the Generalized Totalizer Encoding,
and various proof logging techniques have been developed for some of them. Those techniques
are able to certify certain correctness properties in the context of, for example, pseudo-Boolean
solving and MaxSAT solving. In this work, we present a cutting planes derivation of the original
pseudo-Boolean constraint from the clauses generalized by its Generalized Totalizer Encoding;
together with a previous proof, this derivation can be used to certify via proof logging the one-to-one
correspondence of the models of a constraint and its Generalized Totalizer Encoding, a crucial
correctness property for pseudo-Boolean model counting. We also show that the traditional definition
of the Generalized Totalizer Encoding is incomplete in this sense, and offer a simple way to fix it.
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1 Introduction

During the last few decades, combinatorial optimization techniques have quickly improved,
and we are able to solve a higher number of problems quicker and quicker every year. While
this is generally a good thing, it also brings with it important technical difficulties, like safety
concerns: we may be content with the low percentage of failure that plain testing allows
for most algorithms, but for some sensitive cases, like scheduling of organ transplants or
automated public transport, we would like to achieve zero error.

This is possible through formal verification, a series of techniques that ensure the cor-
rectness of a system with respect with a mathematical specification, proving a number of
conditions are satisfied, and, in particular, allowing to prove that an algorithm will never fail.
But traditional formal verification techniques, like model checking, are slow and complicated
processes and can hardly keep up with the fast evolution of combinatorial optimization
algorithms: an alternative is proof logging, a much more suitable verification technique for
the particularities of this field.

Proof logging consists in making algorithms output a small proof of the correctness of a
particular execution, which can later be checked by a much simpler proof checker, fit to be
formally verified. Proof logging an algorithm does not guarantee the general correctness of
the algorithm, but it does ensure the correctness of every execution accepted by the proof
checker. This offers both weaker and stronger guarantees with respect to traditional formal
verification: weaker because they are less general, and stronger because they also certify
every execution is free from isolated problems, like bit-flips due to gamma rays. Proof logging
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also offers a great opportunity for auditability, providing useful debugging information when
something does go wrong.

This is why we can observe an increased interest in proof logging techniques in the last two
decades, as exemplified by the mandatory introduction of proof logging for SAT solvers in the
main track of the SAT competition. Another discipline that can benefit from proof logging is
the field of pseudo-Boolean-to-CNF encodings: the translation of pseudo-Boolean constraints
into CNF formulas. A possible use of that proof logging is the complete certification of
pseudo-Boolean solvers, since a number of them work by translating the input into CNF and
then applying a SAT solver to the resulting clauses: at the moment, only the proof logging
of the second part of this process has been extensively adopted.

There are many different PB-to-CNF encodings, one of which is the Generalized Totalizer
Encoding (GTE). First introduced for cardinality constraints (pseudo-Boolean constraints
in which every weight is equal to one) in [1], it was extended to general pseudo-Boolean
constraints in [4]. The task of proof logging a PB-to-CNF encoding has two directions:
constraint to clauses, where we prove that every model (satisfying assignment) of the original
pseudo-Boolean constraint is also a model of the resulting encoding, and clauses to constraint,
in which we prove the converse.! The direction constraint to clauses of the GTE was certified
in [6], and it allows us to produce proofs of unsatisfiability, which is why it has been used to
certify the iterative MaxSAT solver QMaxSAT [7]. A proof of the converse direction would
enable us to certify techniques that need to preserve one-to-one correspondence of models
between clauses and constraint, like pseudo-Boolean model counting.

Our contributions

In this paper, we present a proof of the clauses to constraint direction, to the best of our
knowledge for the first time. Following the lead of [6], we will show that direction via a
cutting planes derivation, in such a way that the proof can be readily transformed to a proof
logging implementation in VeriPB style.

With this proof, we confirm there is a one-to-one correspondence of models between the
GTE encoding and the original pseudo-Boolean constraint. Additionally, we show that the
traditional definition of the GTE based in [4] is incomplete, in the sense that it does not
preserve one-to-one correspondence, and we present a simple extension to the definition that
makes it complete.

Let us overview the structure of the paper. In Section 2, we introduce all the necessary
definitions: we explain what a pseudo-Boolean constraint is, we define the GTE, we explain
how a cutting planes derivation works and we outline our proof logging method; in Section 3,
we show why the traditional definition of the GTE is incomplete by means of a counterexample;
finally, in Section 4, we present our proof of the clauses to constraint direction and we explain
what a proof logging implementation certifying one-to-one correspondence would look like.

L More precisely, since in general the PB-to-CNF encodings introduce new variables, what we prove in the
clauses to constraint direction is that every model of the encoding can be restricted to a model of the
original constraint, so that in the end, if we prove both directions, we obtain a one-to-one correspondence
of models rather than an equivalence.
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2 Preliminaries

» Definition 1 (Pseudoboolean constraint). A pseudo-Boolean constraint is an inequality of
the form

n m
D wilitjux Y wh- U+ g,
i=1 i=1

where all w;, all Wi, j1 and jo are integers, l; and l; are literals (a boolean variable or the
negation of a boolean variable), and x € {<, >}.

» Definition 2 (Normalized form). A pseudo-Boolean constraint in normalized form has the
following structure:

n
> w3,
i=1

where all w; (the weights of the literals) are positive integers and j is a nonnegative integer.

Since every pseudo-Boolean constraint can be easily transformed into a normalized pseudo-
Boolean constraint (as detailed in [5]), from now on we will assume every constraint is in
normalized form. We presume the reader is familiar with Boolean logic and the deﬁnltlon of

CNF; note a clause \/ l; can be straightforwardly represented as a constraint: Z l; > 1.

Now, we will introduce our definition of the GTE. We begin by defining a binary—tree
structure and some auxiliary concepts that will aid us in the the actual definition.

» Definition 3 (Generalized totalizer tree). A generalized totalizer tree (GTT) T of a constraint
n

S w; - l; > j is a binary tree the leaves of which are the literals 1y, ..., 1, from the given
i=1

zonstmint.

» Definition 4 (leaves). Let T be a GTT. For every leaf 1 of a T we define leaves(l) = {i},

and for every internal node n of T we define leaves(n) = leaves(n;) U leaves(ns).

» Definition 5 (weight). Let T be a GTT and n be a node of T. Then, weight(n) represents
the sum of the weights of all leaves which are descendants of n. Formally, for every leafl = [;,
we define weight(l) = w;, where w; is the weight of the literal l; in the given constraint, and
for every internal node 1, we say weight(n) = weight(n;) + weight(ns).

» Definition 6 (sumweights). Let T be a GTT. For every node n of T, the sequence
sumweights(n) is intended to represent all possible combinations of weights of the leaves of 1)
in increasing order. Formally, for every leaf |, we define sumweights(l) = (weight(1)); for
every internal node n, we define sumweights(n) as the sequence of all the elements from the
following set in increasing order:

sumweights(n; ) Usumweights(nz) U{w; + w2 : w1 € sumweights(n;) Awy € sumweights(nz)}.

Let us denote the i-th element of sumweights(n) by s, where the smallest index is i = 1. If
the context makes n clear, we sometimes say just s;. For every node n, we convene sj =0

— "
and S|sumwe1ghts( N+1 T S\sumweights(n)\ + 1.

» Definition 7 (Counting variables). Let T be a GTT. We introduce a variable ye, for every
node n of T and every 1 < j < |sumweights(n)|, with the intended meaning that the sum
of the true weighted literals from leaves(n) adds up to at least s;. We convene y! =1 and

_ [
y|17sumweights(n)|+l =0, and ys, =1 for every leaf l.

XX:3
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o1 » Definition 8 (Generalized totalizer encoding). Let T be a GTT. For every internal node n
1w of T, its GTE is the set of the clauses

Ci(ab.c) =5 VI Vi,
123 —
Ci(a,bye) =yl Vy VvVl
e for all values of 0 < a < |Sumweights(771)\ and 0 < b < |sumweights(nz)] and 0 < ¢ <
s [sumweights(n)| such that s + s> = s, and of the clauses

o CJ() = vl vyl

w for every 1 < j < |sumweights(n)|. We have CY(a,b,c) represents yI* Ayl> — yI , while
s CF(a,b,c) represents y L NUEL = Yl L, meaning that if the leaves of m add up to at
19 most s, and the leaves of o add up to at most sy, then the leaves of n add up to at most s..
CJ(j) represents yd =yl ., meaning that if the sum of the true leaves of 7 adds up to at
w1 least sj, then it must add to at least s;_1.

132 The GTE of T is the union of the GTEs of every internal node of T. Finally, let

n

133 Z w; - l; > j be a constraint, let T be the its GTT, let 1.y be the root node of T and let

-
@
S

134 () < k < |sumweights(ny)| be the least index such that s** > j (if j > s then

|sumwc1ghts(nrt)\

s simply k = |sumweights(ny)| + 1). Then, the GTE of Z wj - l; > j is the union of the GTE
i=1
s of T and {yg}‘:}

137 Now, we present the basics of the cutting planes proof system (introduced in [3]), which
s our proof will be based on. This proof system reasons with pseudo-Boolean constraints and
130 is implicationally complete (meaning that given a set of constraints as input, it can derive
1o any constraint that is implied by them), making it perfect for our proof logging purposes.
w1 This is why VeriPB (see [2]), the leading tool used for pseudo-Boolean proof logging, is based
12 on this proof system. The main rules of the cutting planes proof system are the following:

1z > Definition 9 (Main rules).

. . m .
Yowi-li > g STwl -l > o
=1

Literal Axiom =
e 120 . i Addition Rule
>w l+Zw l; > j1+ jo
=1
n n
Zwl I; >4 _sz l;>7
1 —~ =1 Multiplication Rule — =1 Division Rule
> (crwi)-lizcj > fwife] - 1; > [j/c]
i=1 i=1
146 The previous rules are enough to achieve implicational completeness, but we also include
w7 the following two rules to allow for shorter derivations:
us > Definition 10 (Additional rules).
n n
sz"liZj wol+ Y wili >
" — = Saturation Rule — = Weakening Rule
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We say there is a cutting planes proof of constraint C' from a set of constraints S when
there is a sequence of cutting planes rules that takes as input the constraints from .S and
ends with C.

Then, our objective is to derive the original constraint from its GTE via a cutting
planes proof. But we will prove something stronger: we will show that from the GTE of a
constraint, we can derive by cutting planes all the reification constraints of the counting
variables associated with the given constraint, including the constraint itself. The reification
constraints of a counting variable yd assert its intended meaning:

Y Z weight(l) - 1 > s;. Formally,
I€leaves(n)

» Definition 11 (Reification constraints). For a noden of a GTT and 0 < j < |sumweights(n)|,
the reification constraints of yd are:

WD) =5 gl + 3 weight(l) -1 > s;
l€leaves(n)

Croir(yl,) = (weight(n) —s; +1) -yl + > weight(l) - [ > weight(n) — s; + 1.
I€leaves(n)
The reification constraints are the touchstones we use when proof logging the GTE: if we can
show that there is a one-to-one correspondence of models between reification constraints and
their associated GTE, then we are sure that the counting variables of that GTE are actually
expressing what we want them to express (including the counting variable which enforces the
constraint we are encoding). A cutting planes derivation of reification constraints to GTE
was given in [6],2 and in this paper we will give a derivation of the converse direction.

3 A counterexample

The use of the clauses of kind C¥ in the generalized totalizer encoding is not standard. The
traditional way to define the GTE, which is based on [4], introduces only clauses of kind
C} and C7.> We argue C7 clauses are necessary to achieve one-to-one correspondence of
the GTE and the reification constraints, as shown by the following simple counterexample:
consider the constraint 2z1 + 3z > 3, and let T be its GTT. The only internal node 1 of T'
introduces the variables yJ, y7 and y., and the traditional GTE of T’ (without Cy clauses)
consists of the following clauses:

O?(270,2) = i:l\/yg O?(O,3,3) = :fg\/yg C?(2,3,5) = il\/fg\/yg
Cg(0,0,0) = 1:1\/932\/172 03(27072) = ZEQ\/gg 03(0,3,3) = I \/gg

Two assignments that satisfy every clause while failing to satisfy the reification constraints of
all the counting variables are {z1 =1, 22 =0, yJ =1, y4 =0, y# = 1}, which fails to satisfy
Crle(yd), and {z1 =0, z2 =1, yg =0, y7 =1, yJ = 0}, which fails to satisfy C{;(y3).

reif
A convenient way to fix this is to introduce the clauses of kind CY. Those new clauses
are easily derivable from the reification constraints (we get C3(j) by adding C;(yl.) to

Creit (Yl _,), weakening and saturation), so the proof in [6], which uses the traditional version

of the GTE, is easily generalizable to this new definition.

2 Actually, the proof there is restricted to cardinality constraints, but it can be immediately extended to
the general case.

3 Actually, the definition in [4] works with a different normalized form and only introduces clauses of kind
C7, but it can be easily extended with clauses of kind C3 following [1].
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4 Proof logging

Now, we want to show a cutting planes derivation of GTE to reification constraints. To ease
the reading, let us introduce some notation: given an internal node 7,

L = > weight(l) -1 R" = > weight(l) -1 |L"| = weight(n;)

B l€leaves(n1) B B l€leaves(n2) B

L = > weight() -1 R" = > weight(l) -1 |R" = weight(ns),
l€leaves(ny) l€leaves(nz2)

where we drop the superscript when 7 is clear by context.

To show GTE to reification constraints, we will prove two weaker propositions. The first
proposition will entail GTE to CJ;, and the second one, proven in a similar way, will entail
GTE to C ;. But there is a complication: due to there potentially being ‘gaps’ between
the indexes of the counting variables, for the first proposition we will need a strengthened

. - . . < .
version of CJ;, which we will call C3, ;;, meaning

Yl Z weight(l) -1 > sj_1 + 1. Formally,
l€leaves(n)

» Definition 12 (Strengthened reification constraint).

streit (V) = (weight(n) — sj-1) -yl + Z weight (1) - I > weight(n) — s;_1.
leleaves(n)

For the case j =0, we convene s;_1 = —1.
Let us begin with the first proposition, before which we will prove two auxiliary lemmas:

» Lemma 13. Let T be a GTT of a given constraint, let n be an internal node of T, let
1 < j < |sumweights(n)|, let b € {1,2} and let v =1+ (b%2). Given:
1. Clreir(yt) for 0 < n < [sumweights(n)| + 1,

streif

Clreis (W) for 0 < n < |sumweights(n2)] 4 1,

streif

the negated reification constraint ~Cg i+ (yl ),

yd> > 1 for 0 < i < |sumweights ()| such that there exists 0 < k < |sumweights(n,)| so

m M < N
that s;° 4 + s;” < s;_4,

there is a cutting planes derivation of ylv > 1, for k the largest index such that st s <

ol

s

Jj—1-

Proof. Let b = 1 without loss of generality. Given —Cg,;¢(yZ,), which normalizes to
(ILI+ R = s]_y) gl + L+ R>|L| + |R[ + 1,

we can derive

L+R>s]  +1 (1)
by weakening. Our assumption %! contradicts the left hand side of C3 i (yZ*), so we add
8 = 1) - (IL] = siy) to Cleis(yl}) to get

L> IL| = sy, (2)

meaning L < s7" . Together with our assumption L+ R > 5}7_1 this implies R > 3;‘]—1 —st, >

577, so we add (2) to (1) and weaken to get
R>sP 41, (3)

which is the right hand side of Cg.i(y2,,), to which we add (3) and saturate to get

streif

yl =1 <
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» Lemma 14. Let T be a GTT of a given constraint, let n be an internal node of T, let
1 < j < |sumweights(n)|, let b € {1,2} and let v =1+ (b%2). Given:
the GTE of node n,
the negated reification constraint ~Cg . (yl),

P >1 for 0 < k < |sumweights(n,)| so that there exists 0 < i < [sumweights(n,)| for
which k — 1 is the largest index such that s]* + s | < 53-771,
there is a cutting planes derivation of yl* > 1, for i the least index for which k — 1 is the

largest index such that s}* 4 sjl" | < s1 .

W=

Proof. Let b = 2 without loss of generality. Given —Cg, (), which normalizes to
(L] +|R[ = s]+1) -yl + L+ R > |L| +|R| + 1,
we can derive
7> 1 (4)

by weakening and saturation. We have s? < s* + 5% (otherwise, s7 > s{* + s]* > s7_; by
maximality of k& — 1, and there is an element of sumweights(r)) between s7/_; and s7), so let
J <1 < |sumweights(n)| be such that s]* + s> = s]. Then, we have CY (i, k,1), which we

add to our assumption yJ? > 1 to get
gl +yl = 1. ()

If [ # j, we have a sequence of constraints yJ +y?  >1... yd . Tyl =1, which we add
to (5) to get

Pyl > L (6)

And the second disjunct contradicts our assumption ¥ , so we just have to add (4) to (6) to
get y* > 1. <

» Proposition 15. Let T be a GTT of a given constraint, let j be an internal node of T' and
let 1 < j < |sumweights(n)|. Given:

1. the GTE of node n,

2. Ceis(yl) for 0 < i < |sumweights(n1)] + 1,

3. Clreir(y?) for 0 < i < |sumweights(nz)| + 1,

streif
we can prove Cs‘freif(y;’j) by contradiction using cutting planes.

Proof. We assume —~Cg;(y! ) towards contradiction. As shown in the proof of Lemma 14,
from that assumption we can derive

gl > 1. (7)

Let 0 < a < [sumweights(n;)| and 0 < b < [sumweights(nz)| be such that s7* +s;* = s7. We
add C{(a,b,j) and (7), getting

o, ol = 1. (8)

We will show both disjuncts lead to contradiction, starting with the left one. If a = 0, we are
done; otherwise, 7 fulfills the assumptions of Lemma 13, so we apply* Lemmas 13 and 14

4 Technically, we apply a slightly modified version of those lemmas that ignores g, throughout the proof.
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iteratively to (8). If s7 > S1|7s2umweights(n2)|’ we get

n _

y\:umweights(nz)\-l-l + yng > 1. (9)
after at most |[sumweights(n2)| — b iterations and an application of Lemma 13. Otherwise,
let b < ¢ < |sumweights(n2)| be the least index such that s > s7_: we get

v tyg =L (10)
after at most ¢ — b+ 1 iterations. The case for 72 is similar. <

The reasoning for the second proposition is symmetrical, albeit without the need of
strengthened reification; we relegate it to the appendix due to space constraints.

» Proposition 16. Let T be a GT'T of a given constraint, let n be an internal node of T and
let 1 < j < |sumweights(n)|. Given:

1. the GTE of node 7,

2. Cle(ydr) for 0 < i < |sumweights(n;)] + 1,

3. Che(y?) for 0 < i < |sumweights(n2)] + 1,

we can prove Cr;f(ygj) by contradiction using cutting planes.

Finally, we have everything we need to prove GTFE to reification constraints. To close the
article, let us show how that would be done by presenting a blueprint for an implementation
of the proof logging of one-to-one correspondence of the GTE in VeriPB-style: given a
constraint C,

1. Derive both reification constraints C ¢ (y) and C{;(y) for every counting variable y of

C by redundance-based strengthening.’
2. Derive the GTE of C' from the reification constraints by using the algorithm in [6] (suitably
extended to our definition of the GTE). This certifies reification constraints to GTE.

+—
streif

to-top fashion (starting with the leaf nodes and then choosing an unvisited node of at

3. Derive (y) for every counting variable y of C' by using Proposition 15 in a bottom-

least the same level in every iteration); we can do that because C5 ;(y}) is trivially
satisfied by every leaf node [, so that the hypotheses of Proposition 15 are satisfied at
every step.

4. Delete C.5 Let j be the coefficient of C, and let k be the least index such that s} > j:
then, C' can be derived by adding C ¢ (y2*) and y* > 1 - s/ and rewriting.

5. Delete C¥¢(y) for every counting variable y of C' (we can do that because C;(y) trivially
follows from C,.i¢(y))-

6. Delete C¢(y) and C%,.¢(y) for every counting variable y in a top-to-bottom fashion
(starting with the root node and then choosing an unvisited node of at most the same
level in every iteration) by using Propositions 15 and 16.” This and the last step certify

GTE to reification constraints.

wt

VeriPB allows to derive reification constraints ‘for free’ by using a rule called redundance-based strength-
ening.

VeriPB allows to delete a constraint D if there is a cutting-planes derivation of D from the rest of the
given constraints. This derivation can also be a proof by contradiction.

The reification constraints of yZ, for the cases where 7 is a leaf node or j € {0, |[sumweights(n)| 41} are
trivially derivable.
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A  Omitted proofs
As before, we first prove two auxiliary lemmas.

» Lemma 17. Let T be a GTT of a given constraint, let n be an internal node of T, let
1 < j < |sumweights(n)|, let b € {1,2} and let v =1+ (b%2). Given:

1. Cle(ym) for 0 < n < |sumweights(ny)| + 1,
Clie(y?) for 0 < n < [sumweights(ns)| + 1,
the negated reification constraint ~C ¢ (y ),

> 1 for 0 < i < |sumweights(ny)| such that there exists 0 < k < |sumweights(n,)| so
that s}* + s;* > 5;7.

there is a cutling planes derivation of yl» > 1, for k the least index such that s+ sl > 5}7.

bwbn

Proof. Let b = 1 without loss of generality. Given —Cr_’eif(ygj), which normalizes to
s]-yl + L+ R>|L|+|R| +1,
we can derive

L+R>|LI+|R —s7+1 (11)

by weakening, meaning L + R < s

(yr >1) - st and C; (y2") to get

reif

. By CiZ¢(y2"), we have y implies L > s}, so we add

L> s, (12)

7
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Together with our assumption L + R < s7, this implies R < s7 — 5] < s/, which is what
we get when we add (11) and (12) and weaken:

R>|R|—s}? + 1. (13)

But this contradicts the right hand side of C.J¢(y7?), so we add that reification constraint to
(13) and saturate, getting
g > 1. (14)

S =
<

» Lemma 18. Let T be a GTT of a given constraint, let n be an internal node of T, let

1 < j < |sumweights(n)|, let b € {1,2} and let v =1+ (b%2). Given:

1. the GTE of node n,

2. the negated reification constraint =C s (yl ),

3. g > 1 for 0 < k < [sumweights(n, )| such that there evists 0 < i < |[sumweights(n)| for
which k is the least index such that s + s} > s;’,

there is a cutting planes derivation of yl' = > 1, for i the largest index for which k is the

least index such that s?” + SZ“ > 5;7

Proof. Let b = 2 without loss of generality. Given ﬂCr_’eif(y;’j), which normalizes to
sT-yl + L+ R>|L|+|R| +1,
we can derive

yd, =21 (15)

i 3 n m 2 3 n m M2 n
by weakening and saturation. We have s} _; > s]" +s/* | (otherwise, s7_; < s/ +5/2, <s]

by minimality of &, and there is an element of sumweights(n) between s7_; and s7), so let
0 <1< j—1besuch that s]* + s> | =s;. Then, we have CJ(i,k — 1,1), which we add to

our assumption yJ? > 1 to get

ydl,, +ud,, =1L (16)
If I+ 1 # j, we have a sequence of constraints gyl +yd  =1...9)., +yl, =1 which we
add to (16) to get

gL > 1 (17)

And the second disjunct contradicts our assumption y , so we just have to add (15) to (17)
to get
yl_lﬂ > 1. (18)

<

» Proposition 16. Let T be a GT'T of a given constraint, let n be an internal node of T and
let 1 < j < |sumweights(n)|. Given:

1. the GTE of node n,

2. Cle(ydr) for 0 < i < |sumweights(n;)] + 1,

3. C2(y??) for 0 <i < [sumweights(no)] + 1,
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we can prove ;)if(y;’j) by contradiction using cutting planes.

Proof. We assume —CJ(y! ) towards contradiction. As shown in the proof of Lemma 18,
from that assumption we can derive

ys > 1. (19)

Let 0 < a < [sumweights(n;)| and 0 < b < [sumweights(n,)| be such that s* + s)* = s ;.

We add CJ(a,b,j — 1) and (19), getting
yg;rl + oy >1. (20)

Sb+1 —

We will show both disjuncts lead to contradiction, starting with the left one. If a =

|sumweights(n; )|, we are done; otherwise, y' ; fulfills the assumptions of Lemma 17, so we
apply® Lemmas 17 and 18 iteratively to (20). If 5] > s@lmweighm(m)‘, we get
n
y\slumweights(m)\-i-l + yglf{»l > 1. (21)

after at most |[sumweights(n;)| — a iterations. Otherwise, let a + 1 < ¢ < |sumweights(n;)|
be the least index such that s/t > s;’: we get

after at most ¢ — (a + 1) iterations and an application of Lemma 17. The case for yl,, is
similar. <

8 As before, technically, we apply a slightly modified version of those lemmas that ignores ygj_l throughout
the proof.
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