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Abstract16

Neural networks have emerged as essential components in safety-critical applications—these use17

cases demand complex, yet trustworthy computations. Binarized Neural Networks (BNNs) are a18

type of neural network where each neuron is constrained to a Boolean value; they are particularly19

well-suited for safety-critical tasks because they retain much of the computational capacities of20

full-scale (floating-point or quantized) deep neural networks, but remain compatible with satisfiability21

solvers for qualitative verification and with model counters for quantitative reasoning. However,22

existing methods for BNN analysis suffer from either limited scalability or susceptibility to soundness23

errors, which hinders their applicability in real-world scenarios.24

In this work, we present a scalable and trustworthy approach for both qualitative and quantitative25

verification of BNNs. Our approach introduces a native representation of BNN constraints in a custom-26

designed solver for qualitative reasoning, and in an approximate model counter for quantitative27

reasoning. We further develop specialized proof generation and checking pipelines with native28

support for BNN constraint reasoning, ensuring trustworthiness for all of our verification results.29

Empirical evaluations on a BNN robustness verification benchmark suite demonstrate that our30

certified solving approach achieves a 9× speedup over prior certified CNF and PB-based approaches,31

and our certified counting approach achieves a 218× speedup over the existing CNF-based baseline.32

In terms of coverage, our pipeline produces fully certified results for 99% and 86% of the qualitative33

and quantitative reasoning queries on BNNs, respectively. This is in sharp contrast to the best34

existing baselines which can fully certify only 62% and 4% of the queries, respectively.35
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The Boolean nature of BNNs allows both the networks and their specifications to be38

encoded as Boolean formulas which, in turn, enables the use of off-the-shelf SAT solvers39

and model counters to verify those specifications. Unfortunately, existing combinatorial40

solving methods for such analyses suffer from limited scalability. In contrast, custom methods41

for verifying input-output specifications scale to much larger (and more general) neural42

networks [6, 14, 16], but are susceptible to errors; in the annual neural network verification43

competitions, participating tools have been repeatedly shown to produce incorrect conclusions.44

Certified reasoning [9], where a tool generates both a conclusion and an independently-45

checkable proof of that conclusion, has long become a mainstay of trustworthiness for modern46

SAT solvers [15, 5, 7, 11] but it remains nascent for neural network verification tools [16].47
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In this work, we address the challenges of scalability and trustworthiness in BNN verifica-48

tion by developing an efficient and certified approach for both qualitative and quantitative49

reasoning on BNNs. Our contributions are as follows.50

For qualitative reasoning, we integrate a native representation of BNN constraints into a51

modern CNF-XOR SAT solver [10] to enhance its BNN solving efficiency.52

We then extend the solver’s associated UNSAT proof format and verified proof checker53

with native support for BNN constraints, together enabling an efficient solving and54

certification pipeline for CNF-XOR-BNN formulas.55

Building upon this pipeline, we further develop a certified approximate model counter for56

quantitative reasoning over BNNs, leveraging native XOR and BNN representations for57

both effective reasoning and certification.58

Empirically, our approach achieves state-of-the-art certified performance in both qualitat-59

ive and quantitative reasoning for BNNs. Notably, we observe that the compactness of proof60

certificates with native BNN proof steps enables fast, verified proof checking.61

For qualitative reasoning, our end-to-end approach produced certified answers for 99%62

of the benchmark UNSAT queries, achieving a 9× speedup over alternative CNF- and63

PB-based approaches. Figure 1 (left) shows that our solver CryptoMiniSat-BNN, with the64

checker cake xlrup-BNN, consistently provides improved solving and checking performance65

compared to RoundingSat [3] with VeriPB [2] and CaDiCaL [1] with cake lpr [12].66

For quantitative reasoning, our certified counting approach answered 86% of the queries,67

with 218× speedup over the baseline which could only fully certify 4% of the queries.68

Figure 1 (right) presents that our counter ApproxMCCert-BNN offers superior count-69

ing runtime and its generated certificates were also readily checked by our checker70

CertCheck-BNN, compared to the baseline ApproxMCCert with CertCheck [13].71
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Figure 1 (Left) Runtime comparison of solvers and proof checkers. (Right) Runtime comparison
of counters and certificate checkers. The cumulative number of finished instances for a given time
limit, i.e., each point (x, y) indicates that the tool completed y instances within x seconds.

By developing solving and certification in tandem, our work offers a trustworthy approach72

to BNN verification with promising scalability. In fact, during the development of our certi-73

fication pipeline, we identified and fixed a bug in our solver’s implementation of the watching74

scheme for BNN constraints, which highlights the practical importance of certification.75

Looking forward, this framework opens the door to certifying large-scale binarized vision76

and language models [4, 18], as well as extending certification to quantized neural networks77

for efficient on-device deployment [17, 8].78
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