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Abstract12

Constraint satisfaction problems appear in many real world applications, such as nurse scheduling,13

AI planning, circuit verification, among others [1]. Over the past decennia many solving technologies14

have been proposed and studied both for modelling and solving such problems. One of the candidate15

technologies is the pseudo-Boolean solving paradigm. It has been shown that the cutting planes16

proof system, used in pseudo-boolean (PB) solvers, is exponentially stronger than the resolution17

proof system on which SAT-solvers are built [3]. PB solvers leverage the cutting planes proof system18

to perform SAT-style conflict analysis during search. This process learns implied PB constraints,19

which can prune later parts of the search tree and is crucial to a PB solver’s performance. A key step20

in PB conflict analysis is the reduction of a reason constraint, where this reason constraint caused a21

variable propagation that contributed to the conflict. While necessary, reduction generally makes the22

reason constraint less strong. Consequently, different approaches to reduction have been proposed,23

broadly categorised as division- or saturation-based, with the aim of preserving the strength of the24

reason constraint as much as possible.25

We presented novel techniques to generate stronger reduced constraints in both division-based [2]26

and saturation-based [4] reduction methods. As in established work [5], we can indeed prove27

dominance relationships between the various reduction methods, which guarantee that reduced28

constraints obtained from one are at least as strong as those from another. The experiments show29

that stronger reduced constraints can improve the solver performance for different solvers and30

benchmarks, but not uniformly across all problems. While there are improvements on crafted31

knapsack benchmarks [6], and the competition decision benchmarks for Exact, we observe little32

difference on competition optimisation benchmarks [7].33

Hence our theoretical results provide a better understanding of reduction methods and the34

freedom there is in reducing constraints before addition. Empirically there is a lesser understood35

relationship between the strength of the reduced reason constraint, the strength of the learned36

constraint after all iterations of constraint addition in the conflict analysis, and the effect of the37

learned constraints on solver performance. However, these relationships are complex, because they38

involve the reduction and resolution of multiple reason constraints with the conflict constraint. With39

the insights of the paper we also see avenues to strengthen the reduced constraints further. For40

example, in division-based reduction we can relax the requirements for reduction methods (as in41

saturation-based reduction), which could lead to a smaller divisor or an increase in the amount of so42

called superfluous and anti-superfluous literals that we detect using our techniques.43

We also saw how some combinations of reduction techniques can be effective, but they use44

heuristics, e.g. to choose between division- and saturation-based reduction for specific constraints.45

These heuristics are much less studied and can have a big impact on empirical performance which46

deserves further study.47
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